Review Test 1 Name
Math 2160 Id

Read carefully each problem. Show all your work. Credits will be given
mainly depending on your work, not just an answer. Put a box around
the final answer to a question. Use the back of the page if necessary.

1 [10] (A) Solve the system using either Gaussian elimination with
back-substiution or Gauss-Jordan elimination.

a)
—x+2y=15
20 —4y =3

X1+ Tog — 5.1'3 =3
T — 2373 =1
21’1 — Ty — T3 = 0

This system has

A) one and only one solution

B) infinitely many solutions

C) no solution

(B) Find the determinant of the matriz.

1 1 =5 -2 5 0
1 0 =2 1 0 1
2 -1 -1 2 =3 -1

2 [10] Solve the homogeneous linear system corresponding to the coef-
ficient matrixz provided:

a)

SO OO
S OO OO o
DO OO

O O =



3 [10] a) Write the system of linear equations in the form Ax =b and
solve the matriz equation for x.

21’1 + 3$2 =5
x|+ 41’2 =10
(b) Solve the matriz equation for a,b,c,d
a b\ (2 1\ (3 17
c d)\3 1) \4 -1
4 [10] a) If AB =0, is it necessarily A =0 or B =07 Consider the
; i and B = < =2

1
1
2

b)Show that if AB =0 and A is invertible, then B = 0.
5 [10] Find the inverse of the matrixz (if it exists).

example

100
b) [3 0 0
2 5 5
1 2 -1 1 2 -1
o3 7 -9 d) 3 7 —10
7 16 —21 7 16 —21

6 [10] Prove that if A> = A, then [ —2A = (I —2A)~%.

7 [10] Let A be an n by n matriz. Which of the following statements

are equivalent to the statement that A is invertible?

(1) A is singular

(2) There exists a matriz B such that BA = I,

(3) Ax = b has a unique solution for every n by 1 column matric
b

(4) Ax = 0 has only the trivial solution

(5) A is row-equivalent to I,

(6) A is column-equivalent to I,

(7) A can written as the product of elementary matrices.

(8) Determinant of A is nonzero

(9) Ax = 0 has infinitely many solutions

10) Ax = b has one and only one solution for one given (constant)
vector by

(

8 [10] Factor the matriz into a product of elementary matrices.

()



1 -2 0
B=[-1 3 0
0 0 1
40 0 2
01 0 1
C=100 -1 2
10 0 -2

9 [10] (optional) Solve the system Ax =b by

1) finding the LU -factorization of the coefficient matriz A
2) solving the lower triangular system Ly = b, and
3) solving the upper triangular system Ux = y.

a)

2r+y=1

y—z =2
—2r+y+z=-2

b)

201 =4
—2[L‘1+J]2—I3=—4
6x1 + 225+ x3 =15

—1‘4:—1

xr1 — 3ZE2 =-5
To + 313 = —1
2x1 — 1025 4+ 223 = —20

10 [10] Let A be a nonsingular matriz. Prove that a) if B is row-
equivalent to A, then B is also nonsingular. b) Use (AB)T = BT AT
and (AB)™! = B7YA™! to show that AT is also invertible.

11[10] (optional) Using a system of equations to write the partial frac-
tion decomposition of the rational expression. Then solve the system
using matrices.

42 A N B n C
(z—D(x+1)2 -1 x+1 (z+1)2
where A, B, C are constants.

12 [10] Give three distinct ezamples of elementary matrices and explain
how they correspond to row operations for a given matriz of 3 by 3.




Solutions
1A (a) No solutions.

X1 2 1
IA (D) lzo | =t | 3|+ | 2], wheret is a parameter running through
I3 1 0
(_OO7OO>
1 1 =5 3 0 —6 1 0 -2
IB(a)|l 0 —=2/=|1 0 -2{=3|1 0 -2/=0
2 -1 -1 2 -1 -1 2 -1 -1
1B (b)
-2 5 0 -2 5 0 -2 5 0
1 0 1|=(1 0 1|=3/1 0 1
2 =3 -1 3 =30 1 -1 0
-2 5
_a(_1)2+3 _
=3(—1) 1 1= 9.
2 (a) The homogeneous system Ax =0 means
T1+ Ty = 0
T3 = 0
0=0
Hence the solution is x1 = —t,x9 = s,x3 = 0,24 = t, where —o0 <

s, T < 00.

2 (b) The system is equivalent to Oxy + Oxe + Ox3 = 0 Therefore, we
have the freedom of choosing values of the unknown variables. x; =
s, x9 = t,x3 = r, where the parameters s,t,r can be any real numbers.

3. (a) (w1,29) = (=2,3).
2 1\ ' /-1 1
(b) Multiplying the equation both sides by <3 1) = ( 3 _2>

on the right, we have

CHEHEY -E e
(-G TE -5 )

4 a) No. b) We need to show if A~' exists and AB = 0, then B = 0.
Multiplying A~ on the left on both sides of the equation AB = 0, we
have

ATTAB = AT -0,
that is, B=0 (since A”'A=T and [ - B=0)



1 00 1 00

5. b) Row operation | 3 0 0 CORLER2 0 0 0| which shows that
255 255

one of the rows has all zeors, thus it is Not row equivalent to identity

matriz. Hence the matrixz is Not invertible.

1 2 -1 100
¢) Perform row operation on the adjoining matriz {3 7 =9 0 1 0
7 16 —21 0 0 1
12 =1 1 00y oo (12 =1 1 00\ o
01 -6 3107 ® g1 6 —310|"
716 21 0 0 1 02 —14 -7 0 1
12 -1 1 00 . /1l2-11 0 0\
01 6 -3 1 o] %01 0 0o 7 —3|]7
00 -2 -1 -2 1 00 —2 -1 -2 1
12 -110 0 120351 -3\ (10
01 0 07 —3|™%F o100 7 3|01
00 1 31 —3 001411 —3 0 0
s -13 4
Hence A ' =0 7 =3
L9 _1
2 2

d) Not invertible.
6. Proof. Since A2 = A, we have

(I —24)2 =1 —4A+4A2
—[ —4A+4A =1,

which shows that (1—2A)~! = I—2A by definition of an inverse matriz.
O

7. The fact that A is invertible is equivalent to (2) < (3) & (4) <
(5) < (6) < (7) < (8).

Basically this question asks the student to describe an invertible ma-
trix A (using alternative statements). This is a logic-related type of
question to help the understanding and getting more familiar with cer-
tain concepts in LA.

For instance, (2) is an equivalent statement to suggest A is invertible,
because: if BA = I, then AB = I by the fact A factors into product
of elementary matrices. Then by definition, this means A is invertible,
whose inverse is given by B.

(3) Az = b has a unique solution for each vector b. This statement
also means that A is invertible, because if A is not invertible, then one
can row reduces A to a matrix having an echelon form that is NOT the

(—3)R1+R2
—

3

5 —13

0o 7

1

5 1

—
—

Y
NI—= QO



wdentity matriz. More specifically the echelon form will have at least on
the bottom line all zeros.

At this point you can take b vector to have on the last entry value
equal to 1, say. Then you will find immediately the system Ax = b with
such b will have no solution.

The above argument suggests that A must be invertible (or equiva-

lently, A can be row-reduced to identity matriz).
8. Do a finite sequence of row operations to convert A to I. This cor-
responds to Ey, - -- EyA = I for certain elementary matrices E;. Record
the E; corresponding to each row operation. Then A = E*--- Ek_1 s
the factorization.

8. (a)

A=FE'E;'ES!

I
RN
)
O =
~_
N\
— =
)
~_—
N\
O =
N O
~

4 0 0 2 10 0 =2
. 01 0 1 |RrRert|0 1 0 1]
(¢). Row operation C = 00 -1 2 00 -1 2
10 0 =2 4 0 0 2
10 0 =2 10 0 =2 10 0 =2
01 0 1 11—0_1>%4 01 0 1 |« 2)£4>+R3 01 0O 1
00 -1 2 00 —1 2 00 -1 0
00 0 10 00 0 1 00 0 1
10 0 -2 10 0 0 1 000
01 0 O |2raerr2 [0 1 O O} (v+rR3 |0 1 0 O
00 -1 0 00 -1 0 0010
00 0 1 00 0 1 0 0 01
From the above sequence we keep track the corresponding elementary
0 0 01 1 000
. 01 00 0 100
matrices at each step By = 0010 0 01 0 s By =
1 000 —4 0 0 1
100 O 100 O 1 00 O
01 0 0 010 O 01 0 —1
001 0|l ™=]0o01 - 001 o] =
000 % 000 0 00 1
1 00 2 10 0 O
01 00 o 01 0 O
00107 (o0 —-10
0 0 01 00 0 1



0001 100
Then A = E;'--- E-' where B;' = 8 (1) (1) 8 Byt = 8 (1) (1)
1000 4 0 0
100 0 1 000 10 00
010 O 1 0100 1 0101 1
oo1 ofB Tloo12]® Tloo1o]f =
0 0 0 10 0001 0001
1 00 =2 10 0 0
010 0 ol 01 0 O
001 0 100 =10
000 1 00 0 1
9. A= LU. First solve Ly = b then solve Ux =y, this process can be

expressed via matriz notion
r=U(L'b)

iof both U and L are invertible. If not, then we just solve the two equa-
tions directly (and separately) by row-echelon.
10. a) Proof. B is row equivalent to A means that one can do a
finite sequence of elementary row operation to convert A to B (or
B to A). Since each row operation amounts to multiplication on the
left by an elementary matriz E;, we know that B can be written as
B = Ey---E1A. Now B is invertible (or nonsingular) because of the
existence of B~ = AT'E[ - B
b) The problem asks to prove that if A is invertible, then AT is also
invertible. Hence we need to show the existence of the inverse of AT.
Claim. The inverse of AT is (A=), In fact,

(A HTAY =(AA DY =" =1
also

ATA Y =A™ AT=1" =1
Therefore the claim is proved true.

11. First find the common denominator (x — 1)(z + 1)%. The equation
then becomes

4x? Alz+1)2+ Bz —D(z+1)+C(x — 1)

- D@+1)? (e =Dz +1)?

Compare the coefficients of the x% x and constant terms for the nu-
merator, we obtain three linear equations with three unknowns A, B, C'.
Solve the linear equations for A, B, C.

_ o O O

-1
7E3



010 1 00 1 00
12. Forexample E; =1 0 0| ,E;=|0 1 0),E35=(—-2 1 0
0 01 0 0 3 0 01

Multiplied by Ey, Eo, E5 on the left of a given matriz A correspond to
row operations: exchanging the first and second rows, multiplying the
third by 3 and Row 2 add (—2)x Row 1— Row 2, respectively for A.



